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Abstract 
     Several studies have reported that up to 50% of all patients with diabetes are 

undiagnosed. Although these patients are not aware of their disease, they are at 

risk for the micro and macro vascular complications. Early treatment of 

diabetes and associated cardiovascular risk factors may reduce the occurrence 

of these complications. Therefore early detection of diabetes will be of 

importance in reducing the burden of complications of diabetes. The early 

detection and prediction  can give a warning at a stage where some medications 

and preventive action will help the patient to increase the span of his healthy 

life. In this paper we propose predictive model for diabetes using soft computing 

approach. The clinical data is generally redundant, incomplete, imprecise and 

inconsistent. The soft computing approach provides the flexible information 

processing capability for handling such real life data. 
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1      Introduction 

Mankind have always aspired to predict the future based on the past and the 
nature of the unknown based on the qualities of known. It can be said that 
‘knowledge is power’ only to the extent that it is useful in making such 
predictions as accurately as possible [1]. However, the large volume of past data 
exceeded our human ability for prediction without powerful tools. The predictive 
modeling exploits patterns found in historical and transactional data to predict the 
probability of an outcome. A predictive model is made up of a number of 
predictions, which are variable factors that are likely to   influence   future 
behavior or results. Classification and prediction are two forms of data mining 
functionalities that can be used to extract predictive models. There have been 
numerous comparisons of the different classification and prediction methods and 
the matter remains a research topic. No single method has been found to be 
superior over all others for all data sets [2]. The soft computing approach provides 
flexible information processing capability for handling real–life ambiguous 
situations in comparison with conventional hard computing. 
 
  

2      REVIEW OF LITERATURE 

Diabetes is a very complex disease which has affected millions of people of all 
ages, ethnicities, socio-economic backgrounds and is a growing problem not only 
in the India, but across the globe. For reasons of genetics and lifestyles, Indians 
form the world's largest diabetic population. Until the 1970s, it was widely 
believed that the prevalence of diabetes in India was low compared to the western 
world. But recent statistics now show that India has the world's largest diabetic 
population. In urban areas, 12 per cent of the adult population suffers from 
diabetes, compared to six per cent in the United States and the United Kingdom. 
Strangely, from India's vast rural population comprising 70 per cent of India's one 
billion people, a mere two to three per cent suffer from diabetes. Today, India has 
35 million diabetic patients and the number is expected to rise to 57 million by 
2025. Its incidence has been escalating in recent years and is a growing cause for 
alarm among health care because of its costs, morbidity and long term impact on 
the individual and the healthcare industry. Over 24 million people in the US alone 
have been diagnosed with diabetes and its treatment costs are currently estimated 
at $ 170 billion which keep growing at an alarming rate. Many causes have been 
attributed to the onset of diabetes including obesity, sedentary lifestyles, etc [3]. 
The predictive model for diabetes will help in early and accurate diagnosis thus 
can give a warning at a stage where some medications and preventive action will 
help the patient to increase  the span of his  healthy life. 
     Data mining (knowledge discovery from data) is extraction of interesting (non-
trivial, implicit, previously unknown and potentially useful) patterns or 
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knowledge from huge amount of data. Knowledge discovery (mining) in 
databases (KDD), knowledge extraction, data/pattern analysis, data archeology, 
data dredging, information harvesting, business intelligence are alternative names 
of data mining[2]. Classification and prediction are the data mining functionalities 
which can be used to extract predictive models describing important data classes 
or to predict future data trends. 
     Soft computing differs from conventional (hard) computing in that, unlike hard 
computing, it is tolerant of imprecision, uncertainty, partial truth and 
approximation. In effect, the role model for soft computing is the human mind. 
The guiding principle of soft computing is: “Exploit the tolerance for imprecision, 
uncertainty, partial truth, and approximation to achieve tractability, robustness and 
low solution cost”. The clinical data may consists of missing , incorrect and 
sometimes incomplete values set  so using soft computing is the better alternative 
to handle such data. 
    The principal constituents of soft computing are fuzzy logic, neural computing, 
evolutionary computation and probabilistic reasoning. The principal constituent 
methodologies in soft computing are complementary rather than competitive. 
Fuzzy logic handles imprecision, neural computing deals with learning, 
evolutionary computation is for optimization and probabilistic reasoning handles   
uncertainty. 
     In this part, an attempt is made to compile the work done by various scientists 
and researchers on predictive models applied to clinical data;  
 [4] used recurrent artificial neural network to predict blood glucose sugar and 
then used neuro-fuzzy expert system to offer short-term therapeutic advice.  

 [5] used Fuzzy logic for representation of clinical guidelines for automated 
decision support. 

 In reference [6] presented a clinical decision support system based on On-Line 
Analytical Processing and data mining. It discovers hidden patterns in the data.  

 [7] used Bayesian analysis to make meaningful diagnostic and treatment 
decisions in an evidence-based validated framework. 

In [8] the author has proposed a neural network based predictive control structure 
and applied to treat the problem of diabetes management. The control approach is 
to predict future plant behavior; hence it specifies accurate control actions 
necessary to stabilize slow process systems such as physiological systems. 

 [9] developed temporal abstraction using inference graph for knowledge based 
temporal abstraction framework. Inference graph are a form of knowledge base 
which consist of transition rules and inference rules.  



 
 

 
 

 

[10] suggested a novel method of Thyroid disease diagnosis by using fuzzy 
cognitive map based decision support system. The system is structured by the 
combined knowledge from experts and generated fuzzy rules from data.   

In [11] a clinical decision support system for metabolism synthesis is developed 
using a group of C language integrated production system.  

A multi agent system for Clinical Decision Support is presented in [12]. It uses 
supervised learning techniques for supporting clinical decisions.  

A modular clinical decision support system is discussed in [13].  

  [14] presented a data mining method on the study of medical information. They 
used improved apriori algorithm.  

 [15] presented a new expert system for diabetes disease diagnosis.  They used 
modified spline smooth support vector machine.  

[16] proposes intelligible support vector machines for diagnosis of diabetes 
mellitus.   

Recently [17]  proposed decision support system for breast cancer. They have 
used soft computing approach. 

After reviewing the literature cited above it is identified that using the hybrid of 
soft computing and data mining techniques for preprocessing of clinical data and 
prediction can result in an effective prediction model.  

3      PROPOSED SOLUTION 

The objective of the proposed work is to design the predictive model for early 
and accurate detection of diabetes using hybrid of  soft computing and data 
mining techniques. 

      Firstly the preprocessing of diabetes data is to be done using different soft 
computing techniques. The data preprocessing includes data cleaning and data 
transformation. Data cleaning involves handling noise, inconsistency and missing 
values in input data. Data transformation involves handling data format issues, 
discretization, normalization, generalization and feature selection.[1]. 

     The second phase will apply the different classification algorithms to the 
preprocessed data. Classification algorithms aims to identify the characteristics 
that indicates the group to which each case belongs, This pattern can be used both 
to understand the existing data and to predict the behavior of the new instances. 
For any given problem, the nature of the data itself will affect the choice of 
models and algorithm chosen. Hence a variety of tools and techniques will be 
applied to find the best possible model. 
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     Some of the techniques used to mine data are neural network, Decision tree, 
Multivariate adaptive regression splines (MARS), Rule induction, K-Nearest 
Neighbor , Memory based reasoning(MBR) , logistic regression, Discriminant, 
analysis, Generalized Additive Modela(GAM), Boosting and Genetic algorithms. 

     The leading tools for pure data mining are IBM Inteligent Miner, SGI 
MineSet, Oracle Darwin, SAS Enterprise Miner , SPSS Clementine and Weka. 

     The best model is often found after building models by using the different 
techniques and tools. Lastly the performance of selected best model is optimized. 

 

4      PERFORMANCE ANALYSIS 

The performance of the proposed predictive model is measured using the 
following criteria . 
Accuracy: The accuracy of a predictive model is the probability of it correctly 
classifying records in the test dataset. 
     Accuracy = (TP+TN) / (TP+TN+FP+FN)   
Where TP  is the number of true positive  
           TN  is the number of true negative 
           FP  is the number of false positive 
           FN  is the number of false negative 
Area under receiver-operator characteristics curve(ROC): It characterize the 
relationship between sensitivity and (1-specificity). The sensitivity of a test is the 
probability(0-100%) that a test is positive for the patients with diabetes. The 
specificity is the probability that a test is negative for patients without diabetes. 
The curve that has a larger area under curve is better than the one that has a 
smaller area under curve. 

5    Conclusion 

The early detection and prediction of the diabetes can give a warning at a stage 
where some medications and preventive action will help the patient to increase the 
span of his healthy life. In long term, the on-set of diabetes may be delayed to 
such an extent that it is no longer a life threatening disease, but gets converted to a 
curable and controlled type of disease. The  hybrid of the soft computing and data 
mining techniques for preprocessing of diabetes data and prediction can result in a 
effective prediction model. 
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